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ABSTRACT 

Prior work has shown that embodiment can benefit virtual 
agents, such as increasing rapport and conveying non-
verbal information. However, it is unclear if users prefer 
an embodied to a speech-only agent for augmented reality 
(AR) headsets that are designed to assist users in 
completing real-world tasks. We conducted a study to 
examine users’ perceptions and behaviors when 
interacting with virtual agents in AR. We asked 24 adults 
to wear the Microsoft HoloLens and find objects in a 
hidden object game while interacting with an agent that 
would offer assistance. We presented participants with 
four different agents: voice-only, non-human, full-size 
embodied, and a miniature embodied agent. Overall, users 
preferred the miniature embodied agent due to the 
novelty of his size and reduced uncanniness as opposed to 
the larger agent. From our results, we draw conclusions 
about how agent representation matters and derive 
guidelines on designing agents for AR headsets. 
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1 INTRODUCTION 

Augmented reality (AR) headsets are gaining popularity 
and beginning to enter the consumer market with the 
release of the Microsoft HoloLens [43], Meta 2 [42], and 
Magic Leap [36]. These headsets allow a user to see virtual 
objects or holograms projected onto a view of the real 
world. Unlike phone-based AR, which superimposes 
virtual images onto a camera feed, AR headsets are 
designed to operate entirely hands-free through an 
always-present, immersive view of virtual content, while 
keeping users situated in reality (Figure 1). This allows 
users to perform tasks in the real world without having to 
shift context in order to interact with a device. With these 
advantages, AR headsets have been touted as the 
technology that will eventually replace our smartphones 
[12,22]. 

One of the primary benefits of AR is the ability to 
provide a hands-free interface. Such interfaces are 
typically controlled through gesture and speech. For 
instance, the HoloLens AR headset uses gaze and tap 
gestures for interaction and also comes equipped with a 
version of Cortana, Microsoft’s own speech-based 
assistant, specifically ported to AR [44]. These personal 
assistants or virtual agents, like those commonly found on 
smartphones (e.g., Siri [6], Google Assistant [26]), are a 
good fit for AR headsets with their ability to provide 
hands-free assistance. However, one common trait among 
current assistants is that, although they are becoming 
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Figure 1. Example of a user wearing an augmented reality 
headset and interacting with a virtual agent projected onto 

the real world through the headset. 
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more humanlike in terms of speech interaction 
capabilities, they lack a face and body. 

Prior work has shown that an embodiment can be 
useful for a virtual agent [4,13,16,18,39], whether in the 
form of a humanoid avatar or some other kind of physical 
(or pseudo-physical) presence. Embodied Conversational 
Agents (ECAs) [17] have risen as a natural extension of 
dialogue systems, enriching the experience through a 
virtual avatar and adding a social aspect to the interaction 
[49,54]. Despite this, Cortana on the HoloLens does not 
have a body, instead remaining fully speech-driven. We 
see the potential for virtual agents in AR to take full 
advantage of embodiment, as the technology is already 
designed to display virtual objects in the real world. 

We would expect the benefits of embodiment to carry 
over in the transition to AR, but would users prefer to 
work with an embodied or more traditional speech-only 
agent? We focus our research on understanding what 
visual representation (if any) users would prefer for 
agents in AR and how it affects their perceptions and 
behavior. In this paper, we present a study exploring 
users’ interactions when engaging with four different 
agents in AR (voice-only, non-human, full-size embodied, 
and a miniature embodied agent) while completing a 
hidden object game. Our work provides the following 
contributions: 

(1) Quantitative results showing how an agent’s visual 
representation affects users’ gaze interaction 
behavior. 

(2) Qualitative results showing how visual representation 
affects users’ perceptions of an agent. 

(3) Insights and implications for the design of virtual 
agents in augmented reality. 

2 RELATED WORK 

We focus our review of prior work on three categories: 
highlighting how ECAs are useful, emphasizing how 
having a physical form is preferred in human-robot 
interaction, and describing the current state of work on 
virtual agents for AR. 

2.1 Embodied Conversational Agents 

Embodied Conversational Agents [17], or ECAs, are 
dialogue systems that not only utilize a natural speech 
interface but also feature an embodiment, giving the agent 
a human (or occasionally non-human) appearance. The 
simple act of giving a system an embodiment can 
influence the way users view and use a system [52]. For 
instance, it allows a system to take on a more social role 

[49,54], influencing users’ perceptions and interactions as 
they treat the system more as another person [32,54]. 

With an embodiment, an agent can also leverage a full 
range of non-verbal communication to better engage with 
users. ECAs have been developed that leverage non-verbal 
communication to express emotion/affect [13,21] and to 
perform conversational functions [16,18,55]. For instance, 
Becker et al. [13] developed an ECA named Max, an agent 
with a full human body who would respond to and 
portray emotion. They found that including emotional 
capabilities helped increase perceptions of likeability and 
realism. Cassell and Thorisson [18] maintain that non-
verbal behaviors for managing conversations [16] (e.g., 
signaling that the other person can speak) are more 
valuable than other behaviors used to convey emotion. 
Andrist et al. [4] showed how an agent’s gaze can 
communicate information and help users with spatially 
oriented tasks. These studies show how there are 
advantages to embodiment other than simply providing a 
more likeable or engaging interface. 

Certain behaviors and attributes of ECAs have also 
been shown to affect users’ perceptions of those agents. 
For example, Kramer et al. [33] that natural behaviors 
such as eyebrow raising positively improved user 
evaluations. Mayer and DaPra [39] found that people 
performed better at learning and recalling information 
taught by an agent when it acted more humanlike in 
speech and gesture, and how social cues can impact 
learning outcomes. Similarly, Antos et al. [5] saw that 
users trusted agents that expressed emotion, but only if 
the emotions correctly matched what the agent was 
saying or doing. Overall, ECAs have the potential to 
change users’ perceptions and behaviors. 

Our work primarily explores ECAs in AR and looks at 
what forms they should take—from prior work, we know 
that ECAs affect how users respond due to the fact that 
they have an embodiment and can perform non-verbal 
functions. We may see this impact users’ perceptions and 
interactions as they treat the agent more as another 
person.   

2.2 Human-Robot Interaction 

Research on embodiment from the field of human-robot 
interaction has also studied how having an embodiment 
or physical presence is beneficial. One key example is a 
study by Leyzberg et al. [34] in which users solved 
nonogram logic puzzles while interacting with a robot 
tutor. The tutor took on the form of either a disembodied 
voice, an onscreen agent, or a physically present robot. 
They found that having a physical form significantly 
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affected users’ improvement in puzzle-solving times, 
which was attributed to the perceived authority afforded 
by a physical presence. This effect may also relate to 
perceived trust and social presence, as proposed by 
Bainbridge et al. [9]. If users perceive agents with a visual 
representation as more authoritative, trustworthy, or 
relatable, then an agent could influence users to better 
complete tasks. 

Kiesler et al. [30] compared interaction with a physical 
robot against a virtual agent on a screen. The robot had an 
anthropomorphic design and could produce a range of 
facial expressions. Users found the robot more engaging 
due to its physicality. Similarly, Wainer et al. [59] studied 
having a physical robot as opposed to a telepresent robot 
and also found that the physical robot resulted in higher 
perceptions of the robot’s watchfulness and that users 
rated their interaction with the robot as more enjoyable. 
These studies show promise for embodied agents in AR; as 
AR headsets are designed to display realistic holograms of 
virtual objects, we may see more of this physicality effect 
as opposed to just having an agent displayed on a screen. 

2.3 Virtual Agents in Augmented Reality 

Prior work has also looked into designing and developing 
agents for virtual and augmented reality systems. For 
instance, Barakonyi et al. [11] implemented an animation 
framework for handheld (e.g., smartphone-based) AR 
agents, making them fully animated and context-aware. 
Balcisoy et al. [10] detailed the creation of virtual humans 
in AR that both perceived and interacted with objects in 
the real world, for instance, to play checkers or place 
objects in the world. Likewise, Anabuki et al. [3] 
developed an agent that was designed to interact with 
both real and virtual worlds, actively responding to 
changes in both environments. These papers focused more 
on the design and implementation of agents in AR and 
less on understanding users’ reactions to these agents.  

Other researchers have focused on studying how users 
interact and respond to agents in AR. Miyake and Ito [47] 
investigated how users interacted with miniature agents 
that control specific objects, like a TV remote. In their 
study, users reported that it was easier to talk to agents 
that had a visual representation. Furthermore, Kim and 
Welch [31] laid out implications for agents’ behaviors in 
AR. They described how the way an agent is situated in 
and interacts with the world can affect a user’s experience 
in AR; for instance, an agent that is not well integrated 
with its environment may decrease a user’s sense of 
presence. 

These exemplify how users can be influenced how 
agents act and behave in AR. We focus specifically on the 
visual representation an agent may assume, and 
investigate how an agent’s representation changes users’ 
perceptions and behaviors, and which agents do they 
prefer to work with in an AR setting. 

3 AUGMENTED REALITY AGENTS 

This section describes the different virtual agents that 
users would interact with while completing the hidden 
object game. We detail the agents’ design, the hidden 
object game, supported user dialogue, and agent 
implementation.  

3.1 Agents 

We had four different agents for our users to interact with 
using the HoloLens while engaging in a hidden object 
game. Each agent had a different appearance (or lack 
thereof) and were designed to provide a range of visual 
representations for users to experience. 

Ava (Voice-Only) 
Ava was designed to primarily simulate the personal 
assistants of today (e.g., Siri). This agent responds to a 
range of speech commands (see following section), 
supporting the user as they complete the game on the 
computer. She does not have a physical appearance; 
rather, users would hear a disembodied female voice 
through the AR headset. Thus, our goal is that she would 
be able to assist users without distracting them away from 
the task. 

Zee (Non-Human Representation) 
This agent has a non-humanoid physical appearance. Zee 
was designed to mirror the appearance of a “smart home” 
device (e.g., Amazon Echo/Alexa), displaying as a 
cylindrical speaker that represents the agent in AR (Figure 
2). The speaker sits to the lower-right next to a computer 
and is around 6 inches (15.2 cm) tall, the height of the 
Amazon Echo [2]. Zee behaves the same as Ava, the only 

 

Figure 2. The three agents with visual representations, as 
viewed in context from the HoloLens. The fourth agent, 

Ava (not pictured), was a voice-only agent. 

MikeyJakeZee
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difference being the addition of a visual representation. 
Our goal is that this would provide a higher degree of 
realism and presence to the user, as Zee would have an 
actual appearance in the world as opposed to the voice-
only Ava. 

Jake (Full-Size Embodied Agent) 
Jake is the first of our two humanlike embodied AR 
agents, designed to contrast with the prior two agents 
which mimic existing systems. This agent takes on the 
form of a full-sized human, visually represented as 
someone seated across from the user at the same desk 
(Figure 2). The use of an AR headset allows us to display 
Jake in full scale, calibrated to be at a size comparable to a 
physically present human (3.75 feet/1.14 meters tall from 
the floor, in a seated position). 

As an embodied agent, Jake also exhibits a few non-
verbal behaviors when interacting with the user. He 
displays non-verbal talking and waving gestures (for 
greetings, etc.) and also looks at the user when the user 
gazes at him, establishing mutual gaze  [60,61]. Our goal is 
that these behaviors would allow Jake to be considered 
more realistic and relatable, possibly increasing users’ 
perception of helpfulness and trust. 

Mikey (Miniature Embodied Agent) 
Our last agent, Mikey, is in all respects identical to Jake 
with the exception that he is a miniature version of Jake, 
the same height as the non-human agent Zee (Figure 2), 
and that he has a slightly higher-pitched voice than Jake 
to account for his smaller size. Mikey exhibits the same 
non-verbal behaviors as Jake, gesturing and gazing at the 
user when talking. Like Zee, Mikey’s size makes him more 
suited to fit on a desk. Our goal is that Mikey would have 
the same benefits of embodiment as Jake, but in a smaller 
form that better fits the environment for desktop 
interactions, as he can stand on a desk next to a PC.  

3.2 Hidden Object Game 

We used hidden object puzzles as the task for users to 
complete while interacting with the agents. This was 
inspired from a study by Geven et al. [25] in which they 
asked people to find objects in a room while engaging 
with an agent for hints and other information. Our task 
simulates a visual search task and has the added benefit of 
not requiring the agent’s help once the user knows what 
to look for. Thus, the agent would serve the role of an 
assistant, only providing help when asked. Additionally, 
such a task also explores the case where a user is visually 
focused and thus an agent with a visual representation 
could be a distraction. 

For the individual hidden object tasks, we adapted 
puzzles from the I-Spy children’s book series [37,38]. Each 
puzzle consisted of an image of a scene with multiple 
objects strewn about it. The goal for each puzzle was to 
find one object hidden in the scene, for example, the rabbit 
in Figure 3. Users interacted with the puzzles on a 
touchscreen PC, tapping the object once they found it in 
the image. 

3.3 Supported Dialogue 

Each agent accompanied the user as they worked to solve 
the hidden object puzzles. The agents would help the user 
find the object and provide hints when asked. For 
example, if the user asked, “What color is it,” the agent 
would respond, “The rabbit is white.” Agents supported 
the following speech intents for hints: 

 object: States the object that the user must find.  
 color: Describes the primary color(s) of the object.  
 shape: Describes the object’s specific shape or form. 
 context: Describes objects that are near/around the goal 

object or other contextual clues. 
 location: Describes the part of the image in which to 

look, such as a quadrant or half of the image. 

Users did not know the possible hints or dialogue options 
but could interact naturally with the agents to find out. 
The agents would also list out hints if asked. Hints could 
either be requested by name (“I would like a color hint”) 
or asked as a question (“what is near it?” or “is it blue?”), 
which added a degree of flexibility to the input prompts. 
Other intents were also included to support social 
dialogue such as “hello” and “thank you.” All agents 
shared the same supported dialogue/hints, differing only 
in embodiment. 

3.4 Implementation 

We used the Unity game engine [57] and Microsoft’s 
Mixed Reality Toolkit [45] to develop the agents for the 
HoloLens. Adobe Fuse [1] was used to generate the 
character models and animations for the two humanlike 

  

Figure 3. An excerpt from one of the hidden object puzzles. 
In this image, participants would need to find the rabbit 

(highlighted with a red circle). 
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agents. The Unity application functioned only as a client 
to display the agents and deliver the agents’ speech to the 
user and did not contain any of the agent’s intelligence, 
which was instead handled by the dialogue manager that 
ran on a separate PC as a server application. 

The dialogue manager relied on Google’s Dialogflow 
service [27], which provided automatic speech recognition 
and semantic intent extraction. User speech was sent to 
the service, which returned the speech intent (as described 
in the previous section). The application then generated an 
appropriate response or hint based on the currently active 
puzzle. The hidden object game was implemented in C# 
using the Windows Presentation Foundation (WPF) 
framework [46] and interfaced with the dialogue manager 
in order for the agent to know which puzzle the user was 
on and the hints available for the puzzle. The game ran on 
the same PC as the dialogue manager. 

4 USER STUDY 

We conducted a within-subjects study exploring how 
individuals interact with each of our four virtual agents 
while searching for objects in a hidden object game. 

4.1 Participants 

We recruited 24 participants from introductory computer 
science classes at a local university. Participants were 
adults between the ages of 18 and 28 (mean = 20.9, SD = 
2.8), and 7 participants were female. Out of the 24 
participants, 15 had prior experience with VR systems 
(e.g., Oculus Rift, HTC Vive), and only two specifically had 
experience with AR headsets (e.g., Microsoft HoloLens). 
All but one participant had experience with voice assistant 
technology due to the near ubiquity of assistants on 
smartphones. Participants received their choice of extra 
credit in a course or a $10 Amazon gift card as 
compensation. Our study was approved by our 
Institutional Review Board. 

4.2 Apparatus 

Participants were seated in front of an HP Sprout [29] 
workstation (a 23-inch/58-cm touchscreen PC) and wore a 
Microsoft HoloLens headset (Figure 4). The hidden object 
game was displayed on the Sprout, and participants used 
the Sprout’s touchscreen to interact with the game. The 
virtual agents were displayed on the HoloLens and 
positioned to the right of the workstation. 

4.3 Procedure 

At the start of the study, the researcher described the 
study and familiarized the participant with the HoloLens. 

The participant was then seated in front of the Sprout 
computer and put on the headset. The researcher then 
gave a brief summary of the hidden object game and 
introduced the participant to the first agent. The 
participant was then asked to complete a set of five hidden 
object puzzles, interacting naturally with the agent. The 
participant was asked to tap the object on the screen once 
they found it. After completing the set of puzzles, the 
participant filled out a short questionnaire describing their 
experience with the agent (see following section). This 
procedure was repeated for the other three agents; a 
different set of puzzles was used for each agent. Each 
participant interacted with all four agents, and order of 
exposure to the agents was counterbalanced using a 
balanced Latin square. At the end of the study, the 
participant was asked to describe which agent they 
preferred the most and which one they preferred the least 
before completing a few demographic questions. 

We compiled four sets of puzzles, one set for each 
agent, with five puzzles in each set (20 total). Each set 
took on average eight minutes to solve as determined by a 
pilot test with four people (two male and two female; ages 
21-23; mean = 21.5). The sets were initially randomized, 
and we kept the order of the puzzles the same for each 
participant, varying only the order agents appeared.  

4.4 Virtual Agent Questionnaire 

For the per-agent questionnaire, we asked participants to 
rate their experience with the agent along six visual 
analogue scales [23] rating different qualities of the agent: 
helpfulness, presence, relatability, trust, distraction, and 
realism. For example, “How would you rate the 
helpfulness of the agent?” These questions were adapted 
from prior work on embodied agents [8,14,28]. We also 
asked participants to rate how likely they would 
recommend the agent to a friend (recommendation) and 
how willing they would be to interact with the agent 
again (continued use) to get a general sense of user 
acceptance/satisfaction. We also asked participants to 

 

Figure 4. The experiment setup. Participants wore a 
Microsoft HoloLens and interacted with a hidden object 

game running on an HP Sprout PC. 

Microsoft 
HoloLens

HP Sprout
Touchscreen PC

(displayed game)

Virtual Agent
(Seen through 

HoloLens)User
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describe what they liked most and least about each agent, 
allowing us to capture detailed insights into their thoughts 
about the agents. 

5 RESULTS 

We report results from our study in two parts: the agent 
interaction data collected for each trial and the 
questionnaire responses collected for each agent. 

5.1 Agent Interactions 

For analysis, we logged data from each of the trials, 
including user utterances, utterance start/end times, agent 
utterances, times the user gazed at the agent, and 
incorrect taps on the puzzle (Figure 5). We omitted three 
trials (individual tasks, one from participant P8 with 
Mikey, P9 with Zee, and P20 with Jake) from analysis due 
to participants not being able to find an object and giving 
up, which forced the researcher to proceed to the next 
puzzle. This resulted in data from 24 participants * 20 trials 
per participant – 3 trials omitted = 477 total trials. 

Task Completion Time 
We analyzed the average time it took to complete a puzzle 
to see if participants completed tasks faster with a given 

agent, since prior work [9,34,59] showed that users 
performed better with an embodied or physically-present 
agent/robot. The task completion time was measured from 
the time a user first saw a new puzzle to the time they 
found and tapped on the correct object. On average, 
participants took 67 seconds to complete a single puzzle. 
Table 1 lists the average task completion time for each 
agent. A within-subject repeated measures ANOVA (RM-
ANOVA) revealed no significant effect of agent on puzzle 
completion time (F3,60 = 2.11, ns). Thus, overall, the visual 
representation of an agent did not have an impact on how 
fast participants completed a puzzle task. 

Speech Interaction 
We also looked at if participants spoke more to certain 
agents than to others. We wanted to see if people would 
engage or interact more with an agent based on their 
physical appearance. We recorded the total number of 
user utterances during each puzzle (Figure 5b) as well as 
the length of each utterance (Figure 5c). The average 
number of utterances and utterance lengths are reported 
in Table 1. RM-ANOVA revealed no significant effect of 
agent on the number of utterances (F3,60 = 0.33, ns) nor on 
utterance length (F3,60 = 1.24, ns), showing that 
participants did not speak significantly more or more 
often to any given agent. 

Gaze Interaction 
One of our goals was to see if having a human appearance 
would result in differences in users’ non-verbal behavior, 
specifically users’ gaze. For the three agents that had a 
visual representation, we looked at the number of times 
participants gazed at the agent (Figure 5d), as well as the 
duration of each gaze (Figure 5e). Gaze was estimated 
using head orientation based on the HoloLens headset, 
similar to in VR systems [7]. We determined gaze by 
seeing if the agent or agent’s face was visible on screen. A 
single gaze event was counted as the user looking at the 

 Ava 
(Voice) 

Zee 
(Non-

Human) 

Jake 
(Full-
Size) 

Mikey 
(Mini) 

Task 
Time (s) 

73.8 
(36.6) 

61.1 
(20.8) 

70.0 
(25.6) 

64.1 
(23.4) 

Utterances 
per trial 

4.5 
(1.7) 

4.3 
(1.3) 

4.4 
(1.5) 

4.5 
(2.0) 

Words per 
utterance 

4.0 
(1.3) 

4.2 
(1.1) 

4.3 
(1.3) 

4.1 
(1.3) 

Table 1. Comparison of task time and utterance stats 
across the four agents. Standard deviations are in 

parentheses. No significant differences were observed. 

 

 

Figure 5. Boxplots comparing (a) number of utterances per trial, (b) words per utterance, 
(c) number of gaze events per trial, and (d) gaze duration across agents. 

(a) (b) (c) (d)

 ** **  *** * 
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agent and then looking away. On average, Mikey had the 
largest number of gazes per trial (mean = 5.7 gazes, SD = 
4.2), followed by Jake (mean = 4.8, SD = 2.6), and Zee 
(mean = 2.6, SD = 2.4). Jake had the longest average gaze 
duration (mean = 1.7 sec, SD = 1.1), followed by Mikey 
(mean = 1.2, SD = 1.3), and Zee (mean = 0.4, SD = 0.4). 

RM-ANOVA revealed a significant main effect of agent 
on the number of gazes per trial (F2,40 = 9.66, p < 0.001) as 
well as on gaze duration (F2,40 = 15.69, p < 0.001). We did 
not observe any ordering or interaction effects. Post-hoc 
pairwise t-tests with Bonferroni correction showed that 
Zee (the non-human agent) had significantly fewer gazes 
than the other two humanlike agents Jake (p < 0.01) and 
Mikey (p < 0.01) and shorter gaze durations than both Jake 
(p < 0.001) and Mikey (p < 0.05). 

We took a closer look at participants’ gaze events to 
understand why users were gazing at an agent; was it in 
response to an agent speaking, was it when the user spoke 
to an agent, or was it simply to just look at the agent? 
Using the start/end times of each gaze event and 
utterance, we were able to determine the proportion of 
gazes that overlapped with utterances. 

RM-ANOVA revealed an effect of agent on the 
proportion of gaze events that overlapped with both user 
and agent speech (F2,40 = 18.28, p < 0.001). For example, a 
user would gaze at an agent, speak, and then wait for its 
response before looking away. Post-hoc tests using 
Bonferroni correction revealed a significant difference 
between the three agents (p < 0.05 in all cases). Jake had 
the highest proportion of overlapped gaze events (0.25), 
Mikey with second-highest (0.13), and Zee with the lowest 
(0.05). 
 

5.2 Questionnaire Responses 

We analyzed participant’s responses to understand their 
subjective perceptions and preferences for each agent. 

Agent Perceptions 
For analysis, we first quantified the responses on the eight 
visual analogue scales to a number from 0 to 100. We ran 
a repeated measures ANOVA on each of the eight scales 
individually in order to find differences between the four 
agents. Graphs comparing agent ratings for each of the 
scales are depicted in Figure 6. 

We found a significant effect of agent representation 
on the presence (F3,60 = 4.1, p < 0.01), relatability (F3,60 = 
5.3, p < 0.01), and realism (F3,60 = 13.5, p < 0.001) ratings. 
For the presence ratings, Mikey was rated as having 
significantly more presence than Zee (p < 0.01). For the 
relatability ratings, Mikey was rated as having 
significantly higher relatability than both Zee (p < 0.05) 
and Ava (p < 0.01). For the realism ratings, Jake and Mikey 
were both rated significantly higher than Zee (p < 0.001 
for both). However, for all these ratings, we did not see a 
significant difference between Jake and Mikey. We did not 
find any significant effect of agent on any of the other 
scales (helpfulness, trust, distraction, recommendation, 
and continued use). 

User Preference 
To understand user preference for the four agents, we 
tallied up the participant votes for the agent they liked the 
most and liked the least. Some participants could not 
decide on a single agent, so their votes were divided into 
fractional votes. These results are highlighted in Figure 7. 

Overall, Mikey (the miniature humanlike agent) had 
the greatest number of likes overall with 9.83 votes (out of 
24 participants), with Ava (the voice-only agent) coming 
in second. Third was Jake, and last was Zee. In terms of 
most disliked agent, Jake was most disliked, followed 

** 

 

Figure 6. Graph of the average subjective ratings from the 
questionnaire. Each agent was rated against the eight 
scales.  Error bars represent the standard deviation. 
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closely by Ava, and then Zee. Mikey had only one person 
who disliked him the most out of all four agents. 

We also computed a net score for each agent by taking 
the number of likes and subtracting the number of dislikes 
(the third, blue bar in Figure 7). This allowed us to see 
which agents were liked universally and which had 
polarizing results based on individual user preference. Our 
results show that Mikey, the miniature human agent, was 
the most liked and the least disliked. On the other hand, 
Ava was almost equally liked and disliked, and Jake and 
Zee both had over twice as many dislikes than likes. 

Agent Comments 
To gain a fuller understanding of why certain agents were 
preferred over others, we looked at the comments from 
the open response questions. We analyzed the data using 
an affinity diagram to extract major themes. We note the 
main positive/negative themes for each individual agent 
below: 

Ava (Voice-Only). Participants who liked Ava 
mentioned how she helped them focus on the task. For 
instance, one participant noted: “[Ava] was convenient 
because I never had anywhere to look away from and could 
strictly focus on the puzzle.” (P5) Ava’s voice-only nature 
also made it feel “like she was communicating from another 
room.” (P23) However, participants who disliked Ava the 
most said that they found her to be too similar to existing 
digital assistants: “it just seemed like a regular virtual agent 
similar to Siri.” (P7) Some disliked her voice-only nature: 
“the lack of a physical presence was odd” (P3). 

Zee (Non-Human). Zee was liked for being more 
practical compared to the humanlike agents, as a simple 
representation without a full-on human appearance. 
Participants thought she gave helpful hints and liked how 
it was familiar to a real system (the Amazon Echo): “I 
think a lot more people would be comfortable with this agent 
simply because of how used to it we are.” (P14) The major 
downside to Zee was that she was considered the least 
humanlike and most robotic out of all the agents based on 
reported comments. “I felt like I was talking to a machine 
more than a helper/person.” (P2)  

Jake (Full-Size). Participants who liked Jake 
emphasized his full-size figure as helping make him seem 
more humanlike. Additionally, participants liked his 
movements/behaviors and one specifically mentioned how 
those factors helped make him feel more “socially 
competent and more like a real person” (P2). Participants 
also liked that Jake had more presence than the other 
agents and how his appearance and location “made it feel 
more like I was having a conversation with someone rather 

than looking down or demanding them” (P22). However, 
others strongly disliked Jake’s appearance, primarily 
disliking how large he was. His size made him feel “off-
putting” (P14) and “uncanny” (P13). One participant (P10) 
best described this as “having a huge animated guy right 
next to you was a bit much.” 

Mikey (Miniature). Mikey was liked most for feeling 
natural when interacting with him and he was also 
considered very humanlike. Participants noted how his 
small size made him feel more approachable and relatable: 
“it was almost cute and like a friend due to size but 
relatability [sic]” (P13). Mikey was also commonly liked 
due to the novelty factor of having a small person as a 
personal assistant, with some calling him entertaining and 
amusing: “he felt like a little helper that was in the room 
with me, wasn’t too distracting, and was amusing because 
he was so small.” (P15) A few noted how Mikey could still 
be more lifelike: “While he was more lifelike than other 
virtual agents I’ve seen, he was still relatively 
wooden/seemingly emotionless.” (P15) 

6 DISCUSSION 

In this section, we discuss the results of our study, relating 
it to prior work and specifically focusing on how our 
results can be best applied to designing virtual agents for 
AR systems. We start by discussing user preference for 
the miniature embodied agent Mikey, before analyzing 
how our users perceived the other agents and what 
implications it has for agents in AR. 

6.1 Embodied Agents for AR 

We found that the two humanlike embodied agents, 
Mikey and Jake, resulted in higher numbers of gazes than 
the non-human agent Zee. Participants also rated the 
miniature Mikey as the most-liked agent overall, primarily 
because they found him more novel, but also rated him as 
having higher presence and relatability when compared 
with the voice-only Ava. Results were mainly the same for 
Jake in terms of interaction and comments; the main 
difference came down to participants reporting that the 
small form made Mikey more relatable and humanlike. 

These results align with prior work on embodied 
agents outside of AR. A study by Wagner et al. [58] found 
that their embodied agents were rated as more likeable 
and engaging than those without embodiments. They also 
reported a novelty effect: their embodied agents were 
rated as more enjoyable and fun than a disembodied voice. 
Similarly, Wainer et al. [59] also saw a novelty effect, but 
across all their embodiments. In contrast, we saw that 
Mikey had participants mention how he was amusing and 
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novel while the other agents did not invoke such 
responses. 

Examination of gaze interaction showed that 
participants gazed at the two humanlike embodied agents 
more often than the non-human Zee, looking at the agents 
both when speaking and being spoken to by the agent. We 
believe this to be because people naturally gaze/fixate on 
faces [15,19]. Additionally, the mutual gaze that the 
humanlike agents provided may have encouraged users to 
gaze at them more. Takeuchi and Naito [54] saw similar 
gaze behavior, at least anecdotally, where users would 
gaze more at a humanlike agent than an agent with a 
more abstract representation. The fact that participants 
gazed more at these agents shows promise for improving 
agent interaction through non-verbal communication, 
which prior work has shown to benefit interaction 
[4,13,18]. Our embodied agents have the ability to deliver 
whatever non-verbal communication they need (through 
gestures, expressions, gaze, etc.)—if users did not look at 
the agent, then it would be difficult for an agent to convey 
any sort of non-verbal information. 

Overall, we did not produce any strong evidence 
against having embodiments for agents in AR, which 
shows promise for being able to adapt current work on 
ECAs to AR systems while retaining the same benefits. 
This is not to say that there is no benefit to having a voice-
only agent; our Ava agent was second-most liked, with 
participants touting her ability to keep them focused on 
the task at hand and how she was less distracting. Based 
on the task, an agent’s role may change and subsequently 
a user’s interaction with the agent may also differ. More 
research could be conducted with tasks that support such 
as manipulating 3D objects in AR or helping with real-
world applications (such as an assembly line). However, 
based on our results, we recommend the use of a 
miniature embodied agent in AR, at least for desktop-
oriented tasks.  

6.2 Size and Uncanniness 

From our results, we saw that participants preferred the 
smaller Mikey over the full-size Jake agent. Based on the 
quantitative results of the interaction and the 
questionnaire, we did not see any significant differences 
between Jake and Mikey, apart from gaze interaction. 
However, when participants had to choose between 
agents, Mikey was more liked than Jake. Although 
participants found Jake realistic and humanlike, he was 
mentioned as being too large and imposing, with 
comments about his appearance and how he felt weird or 
creepy as he sat there. Some liked Jake because he was 

very humanlike, while others disliked him because he was 
too humanlike. 

We believe this to be a result of Jake falling into the 
“uncanny valley,” first proposed by Mori et al. [48], where 
the likeability of a robot (or virtual agent in our case) dips 
down as the robot looks and acts more like a human but 
not quite enough. This is a particular issue for computer 
generated avatars and is a difficult obstacle to identify and 
overcome [56]. The uncanny valley can be affected by 
different attributes [53]. For instance, the original theory 
by Mori et al. [48] mentioned both appearance and 
movement as factors, and MacDorman et al. [35] noted 
how even the proportions of facial features could impart a 
sense of eeriness. Thus, the uncanniness of Jake may be a 
result of his specific avatar characteristics, whether it be 
the naturalness of his movements/animation or specific 
design features related to his appearance. 

However, in our study, Jake had the same appearance 
and movements as Mikey apart from size, but participants 
still mentioned that Mikey felt more natural/humanlike as 
well as relatable and approachable. A smaller agent would 
be considered less human and help keep it from falling 
into the uncanny valley. Thus, the uncanny valley may 
also be strongly affected by size, a factor that has not been 
sufficiently explored in prior work. Thus, a smaller agent 
may be preferred as it still provides the expressiveness of 
an ECA while also avoiding the uncanniness that a full-
size human agent may incur. 

6.3 Representation and Anthropomorphism 

We saw that our participants felt that the non-human 
agent Zee was the least realistic and humanlike based on 
their comments in the questionnaire, although we did not 
see a significant difference in the quantitative results. Zee 
had the most comments out of all the agents regarding 
how she felt more robotic and less personable. This was 
primarily due to her visual representation: “Since it wasn’t 
a person but an inanimate object it felt less like I was 
interacting with somebody.” (P23) On the other hand, P8 
felt that this was acceptable insomuch as the agent was 
not trying to be human: “I think this is sort of fine because 
it doesn’t feel weird, [Zee] is not trying to be a human to me 
whereas Jake was.” Both agents were acceptable but ended 
up filling different social roles based on their appearance 
(one as a human and one as a robot).  

We expected Zee to feel less human than the explicitly 
humanlike agents, but we did not expect to see more 
comments about how robotic Zee was compared with the 
voice-only Ava. The only difference between Ava and Zee 
was in their appearance. However, having the appearance 
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of a smart device strongly solidified the concept of Zee as 
not being human, more so than having no appearance.  

We believe this to be related to the tendency for people 
to treat computers as if they were people, from a social 
interaction perspective [52]. For Ava, users did not see 
any visuals representing the voice-only agent, so they 
were able to still consider the voice as just a person 
talking. This supports the theory presented by Nowak and 
Biocca [51] were users would likely assume a “default 
image” for the agent, considering it human until they 
were presented with information to the contrary. In our 
study, participant P2 best described this effect: 

“I did not see its face as it helped me. I instead saw a 
cylinder like the devices that exist in real life. The first 

assistant had only a voice, which allowed me to imagine 
that it had a face and thoughts that were just not shown.” 

Thus, we caution designers to avoid giving an agent a 
non-human visual representation similar to what we used. 
Unless the goal is to make users feel like they are 
interacting with a robot, this has the potential to make an 
agent feel more robotic and less personable. 

7 LIMITATIONS AND FUTURE WORK 

In our study, we only looked at four different agent 
representations. There are other appearances that an agent 
may assume, such as a cartoon-like agent or an 
anthropomorphic robot. Other factors such as voice, 
movement, and location could also have an effect on users. 
We also did not look at if the gender of the virtual agent 
had an impact on users’ behaviors and perceptions. Prior 
work has shown some preference to female embodied 
agents [24,41,50,62], while others have found no difference 
in preference [20,32] or a preference for male agents [40]. 
However, these studies were specifically looking at factors 
such as credibility or likeability, which was not our 
research emphasis. Our results show that embodied 
humanlike agents are effective for AR, with more gaze 
interactions and perceptions of presence and relatability. 
Additionally, we saw that Ava (a female voice agent) was 
rated second-highest in terms of preference, even more 
than Jake. However, future work would need to probe the 
design space and tease apart how these factors would 
further influence users’ preferences for agents in AR. 

Another limitation of our work is the inherently small 
field of view (FoV) of the HoloLens display, which does 
not encompass a user’s entire peripheral range. This could 
have had an impact on their sense of presence or the 
realism of an agent. In our study, participants could see 
Mikey and Zee fully, but only the head and shoulders of 

Jake. This may also have had an effect on perceptions of 
Jake, but participants were more concerned about his 
uncanny size than being able to see him. Hardware with a 
higher FoV could be used to see if FoV affects a users’ 
sense of presence. 

We would also look into replicating our study with 
different scenarios to understand more about how the 
choice of task affects users’ preferences for an agent. In 
terms of the tasks we used for the study, we focused on 
simulating a scenario based from prior work by Geven et 
al. [25] where the user is occupied with a visual task and 
the agent acts as an assistant. Users may have different 
perceptions and preferences for agents based on the task 
they have to complete; for instance, driving a car may be 
too critical to afford any possible distractions. 
Additionally, we could also explore how a smaller agent 
would fare in tasks where an agent’s advice would be 
crucial in completing tasks (such as in teaching scenarios) 
and understand if the smaller size affects an agent’s 
perceived capabilities or authority. 

8 CONCLUSION 

In this paper, we presented results from a study exploring 
user preferences, behaviors, and perceptions when 
interacting with different virtual agents in augmented 
reality. We showed how users gazed more at the 
humanlike agents than a non-human agent, and how users 
would gaze at an agent while speaking to it and while it 
speaks to them. Additionally, we showed that, overall, 
users preferred the miniature embodied agent Mikey, as 
he was rated higher with regards to presence, relatability, 
and realism. We also described how Mikey’s size played 
into a reduced feeling of uncanniness compared against 
the full-size embodied agent Jake, and how the presence of 
a non-human embodiment affected how users felt about it. 
Our results help direct the design of virtual agents for AR 
headsets and motivate future research on developing 
virtual agents for different AR applications. 
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