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ABSTRACT
While the effects of virtual agents in terms of likeability, uncan-
niness, etc. are well explored, it is unclear how their appearance
and the feedback they give affects people’s reactions. Is critical
feedback from an agent embodied as a mouse or a robot taken less
serious than from a human agent? In an intercultural study with 120
participants from Germany and the US, participants had to find hid-
den objects in a game and received feedback on their performance
by virtual agents with different appearances. As some levels were
designed to be unsolvable, critical feedback was unavoidable. We
hypothesized that feedback would be taken more serious, the more
human the agent looked. Also, we expected the subjects from the
US to react more sensitively to criticism. Surprisingly, our results
showed that the agents’ appearance did not significantly change the
participants’ perception. Also, while we found highly significant
differences in inspirational and motivational effects as well as in
perceived task load between the two cultures, the reactions to criti-
cism were contrary to expectations based on established cultural
models. This work improves our understanding on how affective
virtual agents are to be designed, both with respect to culture and
to dialogue strategies.

CCS CONCEPTS
• Computing methodologies → Intelligent agents; • Social
andprofessional topics→Cultural characteristics; •Human-
centered computing → User studies.
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1 INTRODUCTION
A key use for agents is to assist, and provide feedback and motiva-
tion. Virtual agents or, more specifically, embodied conversational
agents, extend the capabilities of dialogue systems by providing the
system with a visual embodiment [10, 32, 41]. Traditional dialogue
systems already enable natural user interaction by allowing users
to speak and converse with a computer through natural discourse.
Virtual agents take that core concept a step further by providing an
embodiment (examples in Fig. 1), which allows an agent to take on a
more social role during the interaction: users can now communicate
with "something" they can relate to and ideally with an entity which
is familiar or even likeable. Due to their ability to assist and socialize
on a more human level, agents have been employed in widespread
applications, from teaching [33, 39] to healthcare [13, 18].

There is considerable research on the effects of agent appearance
and agent perceptions in terms of likeability and uncanniness [8, 34,
43]. However, it is unclear how an agent’s appearance affects how
people interact with it: is feedback from a mouse or a robot taken
less serious than feedback from a human agent? How does this
change if the feedback is not supportive but critical? Additionally,
there is little work examining how cultural background affects
the perception of agents and their feedback. For example, some
cultures are very careful when framing criticism (e.g. the United
States), whereas in other cultures negative feedback is a much more
regular and accepted part of communication (e.g. Germany).

We designed a study with a hidden-object game, in which an
agent provides feedback to the user, to understand how agent ap-
pearance and participant cultural background affect the perceptions
of agent feedback. Our work contributes to a new understanding
on how users’ cultural backgrounds affect agent perceptions and
thus informs the design of future motivational agents.

https://doi.org/10.1145/3383652.3423887
https://doi.org/10.1145/3383652.3423887
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Figure 1: The virtual assistants presented to the participants.

2 RELATEDWORK
Embodied Conversational Agents [10], or ECAs, are systems that
pair the natural speech interface of a dialogue system with a visual
embodiment or avatar. Embodiment personifies a system [26], al-
lowing it to take on a social role when interactingwith users [32, 41].
These virtual agents have been employed in different applications,
ranging from teaching [33, 39] to healthcare [13, 18].

In particular, some of the agents in teaching and coaching set-
tings try to keep users motivated on a task by providing active feed-
back to the user. Motivational agents are primarily used in instruc-
tional scenarios, due to their influence on learning outcomes [6, 24].
These agents provide both positive and negative feedback to guide
users to success [27, 31, 40]. Due to their ability to function on
a social and affective level, feedback-giving agents are able to in-
crease intrinsic motivation in users [31]; likewise, social robots have
also been shown to evoke affective reactions in users [9], which is
critical when delivering praise and criticism [30, 46].

For our research, we are interested in understanding how the
appearance of an agent affects how users react to and perceive the
agent’s feedback, and how the cultural background of a user can
impact those perceptions. We focus our review of related work on
two areas: the impact of appearance in ECAs, and cultural factors
involved in human-agent interaction.

2.1 Effects of Agent Appearance
The appearance of an agent can affect users in various ways. When
comparing a teddy bear agent, a human-like agent, and an agent
with a box as a head, Bailenson et al. [4] showed that the teddy
bear and human-like agents were rated as more likeable than agent
with box-like features. In addition, for agents in augmented reality
applications, Wang et al. [43] showed how agents that were per-
ceived to be more human were more likeable and personable than
one that appeared more like a machine.

The anthropomorphism of an agent also has a large effect on
users [5]. Parise et al. [34] showed people two different agents: one
with a human-like appearance and one with a dog-like appearance.
They found that people were more likely to cooperate with the
human-like agent as opposed to the dog-like one. Bergmann et
al. [8] note that, compared to human-like agents, robot-like agents
must exhibit more consistent human-like behaviors in order to

maintain the same level of perceived warmth. We seek to under-
stand how these differing levels of human-likeness can affect how
users perceive the feedback given by a motivational agent and
compare how users with different cultural backgrounds react.

2.2 Cultural Factors in Agents
Researchers have also focused on creating agents that model and
portray different cultures [2, 29, 36, 37], follow specific social rules [12,
25], or adapt to the culture of the user [35, 38]. For example, Mas-
carenhas et al. [29] created groups of agents with differing behav-
iors based on their own cultural standards. When evaluating these
agents, they found that people were able to discern the behaviors
between groups and ascribe the differences to the agents’ cultures.
In line with these findings, Rosis et al. [35] suggest how an agent
must be adaptable to different cultures and contexts in order to
communicate effectively with different users. In our case, we focus
not on creating culturally-adaptive agents, but take a step back
and understand how a user’s cultural background affects how they
perceive an agent.

Other researchers have studied how users’ cultural background
affects the way they respond to an agent. Endrass et al. [14] showed
how users prefer to interact with an agent matching their own
culture, in terms of both spoken and nonverbal communication.
Additionally, Ishioh and Koda [23] and Isbister et al. [22] showed
how a user’s cultural background influences how comfortable they
are with an agent’s nonverbal behaviors (such as proximity and
self-touching). In our work, we aim to understand how a user’s
cultural background affects the affective perception of an agent and
its feedback.

2.3 Hofstede’s Model of Cultural Dimensions
Geert Hofstede defined culture as "the collective programming of
the mind that distinguishes the members of one group or category
of people from others [20].” He argued for the possibility to compare
cultures if we imagine the characteristics of individuals vary accord-
ing to the bell curve, and the shift of the bell curve when one moves
from one society to the other describes cultural differences [20, 21].

In his initial work, Hofstede performed ecological factor analysis
on survey data collected from IBM employees in over 50 countries
to propose 4 dimensions of culture [19]. Follow up work by him
and his colleagues added two additional dimensions resulting in six
dimensions [21], often referred to as “Hofstede’s Model of Cultural
Dimensions.” The model represents each international culture as
numeric ratings along the six dimensions [21], ranging from indi-
vidualism to restraint. The empirical nature of these dimensions
allows comparisons of each culture’s values and attitudes.

3 THE GAME AND THE AGENTS
We created a “find-the-hidden-object game” in which users interact
with a virtual agent that gives hints and provides feedback on their
performance. The task was inspired by prior work [16, 44], which
asked people to find objects while engaging with an agent that
knew where the objects were located. To understand how agent ap-
pearance and user cultural background affect the perception of the
agent’s feedback, we evaluated participants’ emotional reactions.
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3.1 Hidden-Object Game
The hidden-object game was developed with the Construct 2 soft-
ware and designed to run on a touchscreen. The game had ten
one-minute levels of increasing difficulty; in each level the player
had to find a hidden purple star, covered by colored geometrical
shapes (i.e., circles, rectangles, triangles and squares in green, blue,
red, or yellow). The player was required to drag the shapes out
of the way to reveal the star, then tap on it to complete the level.
To ensure that all participants experienced the same amount of
negative feedback by the virtual agent, four of the ten levels (six,
eight, nine, and ten) were designed to be unsolvable (the star was
hidden below a very high number of shapes). However, participants
did not know that any of the levels were unsolvable.

During each level, the player could ask the virtual agent for hints
on where the star was hidden and the agent would verbally respond
with additional information. Participants could ask for information
on (i) the star’s location (top vs. bottom and left vs. right), (ii) the
color of the object covering the star, or (iii) the shape of the object
covering it. In order to prevent players from constantly asking
for hints, we restricted the number of hints to three per level. In
addition, the first hint was available five seconds after starting, with
a 15 second "cool-down" between remaining hints.

3.2 Virtual Agents
The agent’s appearance can be seen as an independent variable with
three values: Human, Mouse, and Robot. Our study was designed as
a 3x2 (agent x interaction style) between subjects study; thus, each
participant only experienced one agent appearance and interacted
with it in only one of the two modalities. For the three appearances,
the agents share an anthropomorphic figure, as depicted in Figure
1. In addition, we designed two different ways to interact with the
agent. In one condition, participants interacted with the agent by
tapping buttons on the game interface. In the other condition, the
participants interacted verbally with the agent. All other aspects of
the agents (voice, gesture, etc.) were controlled between conditions.
For brevity, we will not report on the two interaction styles in this
paper, but instead focus on the cultural aspects of our study.

At the end of each level, the agent would give positive or nega-
tive feedback based on the player’s performance. The feedback was
presented the same way regardless of agent or interaction style.
As the player completed or failed multiple levels, the agent would
increase the intensity of praise or criticism. The first stage of feed-
back was provided after the first level was won or lost, the second
stage occurred when the participant had won or lost two levels in
a row, and the third stage was presented when the participant won
or lost three levels in a row. After the third win/loss in a row, the
feedback reset to the first stage. The praise feedback phrases (listed
in order of increasing intensity) were: “You did it,” “You found that
pretty quickly,” and “Wow, you are really good at this.” The criticism
phrases (in increasing intensity) were: “Time’s up,” “You really took
a long time,” and “Wow, you are terrible at this.”

4 METHODOLOGY
Our study had two primary goals. First, we wanted to understand if
different agents, in spite of similar anthropomorphic features, will
effect participants’ reactions and perceptions when receiving both

positive and negative feedback regarding their task performance.
Second, we wanted to explore how cultural backgroundmight effect
the participants’ responses to negative and positive feedback. In
this section, we present our hypotheses.

4.1 Hypotheses
H1: The level of an agent’s human likeness effects partici-
pants’ response.

Priorwork has shown that both the appearance of an agent [4, 43]
and the level of anthropomorphism [7, 8, 11, 34] affect users’ per-
ceptions. In our study, three different agents (Human, Mouse, and
Robot) share a similar level of anthropomorphism (i.e., a human-
like body) but differ in the appearance of their head, hands, and
feet. Based on prior work, we expect to see differences in the per-
ception of the human agent in respect to the other two agents.
We also want to explore how the agents’ appearance may elicit
different reactions from participants when receiving both positive
and negative feedback. More specifically, we expect participants
to have stronger negative reactions to an agent with more human-
like features. As users are more sensitive to human-like agents [8],
the human agent’s negative feedback should be perceived more
negatively than corresponding feedback from the robot and the
mouse. Prior work also suggests that users are more sensitive to
robots [8]; thus, we hypothesize that participants would react less
negatively to criticism from the mouse. Therefore, we split H1 into
the following three sub-hypotheses:

• H1.1: Participants will rate agents more negatively the more
human-like they look.

• H1.2: The participants’ positive affective response to positive
agent feedback will increase with the agent’s level of human-
likeness.

• H1.3: The participants’ negative affective response to neg-
ative agent feedback will increase with the agent’s level of
human-likeness.

H2: Participants with cultural backgrounds from Germany
versus the USwill have different affective responses to agent
feedback.Hofestede’sModel of Cultural Dimensions [21] describes
several differences betweenGermany and the United States. As such,
we expect our participants to have different affective responses to
both positive and negative agent feedback given their cultural back-
ground. We hypothesize that the differences in Uncertainty Avoid-
ance, Long Term Orientation, and Indulgence dimensions [21] will
result in persons with a US background having stronger positive re-
actions to positive feedback andmore negative reactions to negative
feedback than their counterparts with a German background.

Hofestede states that cultures that score high on the Indulgence
dimension are categorized by a people who are more likely to re-
member positive emotions than those in a restrained culture [20].
Thus, we hypothesize that participants with a US background will
remember the feedback more than their German counterparts re-
sulting in higher affective ratings to positive agent feedback (H2.1).

Cultures that score low on Long Term Orientation tend to at-
tribute success and failure more to luck than cultures which score
high, who attribute success and failure to effort [20]. This suggests
that participants with a background from the US will externalize
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Figure 2: Apparatus used for the experiment.

their personal performance compared to German participants, lead-
ing to negative reactions when criticized on a task they perceive as
having little control over. Additionally, we would expect that, due
to high Individualism, low Power Distance, and low Uncertainty
Avoidance, US participants would act more negatively towards an
agent that criticizes them because they don’t believe the agent is
in a position of authority to provide such feedback (H2.2). As per-
sons with a German background score higher in the Long Term
Orientation dimensions and attributing success and failure more to
personal effort rather than to luck, they will perceive tasks to re-
quire higher cognitive and physical demand (H2.3). We summarize
these sub-hypotheses below:

• H2.1: Participants with a US background will respond more
positively to positive agent feedback than those with a Ger-
man background.

• H2.2: Participants with a US background will respond more
negatively to negative agent feedback than those with a
German background.

• H2.3: Participants with a German background will rate the
task to have higher physical and mental demands than those
with a US background.

4.2 Participants
We recruited 120 participants across two institutions: 60 partici-
pants were recruited from a German university (32 male, 28 female,
mean age = 22.90, SD = 4.56), the other half from an US university
(34 male, 26 female, mean age = 21.68, SD = 2.45). Overall, partici-
pants were adults between the ages of 18 and 46 (M=22.29, SD =
3.71) consisting of 66 males and 54 females.

4.3 Apparatus
The study setup consisted of two monitors standing right beside
each other (see Figure 2). Whereas the game was played on a touch
screen monitor (Acer UM.HT2AA.002 Touch, 27-inch, Full HD),
the virtual agent was displayed on the right border of the adjacent
monitor of the same size on the left of the touch screen monitor
(FUJITSU Display P27-8 TS Pro, 27-inch, Full HD).

On the touch screen monitor, an Intel RealSense camera was
mounted to record participants’ faces. The face recordings were
used to track fixations on the left-hand monitor, i.e., on the virtual
agent instead of the game. For scene recordings, another video

camera was placed diagonally on the left behind participants to
capture participants’ reactions and gain additional observations.

4.4 Procedure
At the start of the study, the researcher described the rules of the
game to each participant: that theywould need to drag andmove the
shapes in each level to find the star, and that the agent knows where
the star is and could provide hints. The participant was randomly
assigned to one of the three agent conditions (Human, Mouse, or
Robot) which dictated the agent they would be interacting with
and the interaction condition (interface button or speech). The
participant then completed all 10 levels of the game in the same
order. After completing the game, each participant filled out a
questionnaire describing his or her experience with the task, the
agent, and the feedback they received (see following section). At
the end of the study, each participant was compensated ($20 or €20)
for their time.

4.5 Post-Study Questionnaire
The questionnaire consisted of five different sections, evaluating
different dimensions of participants’ experience with the agent:

The first section comprised questions regarding participant’s
demographic information, including ethnicity, gender and age, as
well as additional information on handedness and visual or hearing
impairments. The second part of the questionnaire asked the partic-
ipants to rate the difficulty of the task, using the NASA-TLX survey
[17] for measuring task load across six scales. In the third section,
participants were asked to rate six different qualities of the virtual
agent on five-point Likert scales. These questions included ratings
for if the agent was helpful, personal, trustworthy, appropriate,
likeable, and if the user would be willing to interact with the agent
again (continued use). These questions were adapted from prior
work on embodied agents [3, 43] and which we refer to as Agent
Rating Questionnaire (ARQ) in the rest of this paper.

Sections four and five of the questionnaire assessed the posi-
tive and negative affective reactions of the participants towards
the feedback given by the virtual agent. Both sections comprised
the questions from the International Positive and Negative Affect
Schedule Short-Form (I-PANAS-SF) [42] to assess positive and neg-
ative affective reactions [42] on five-point Likert scales. Lastly,
participants were asked open-ended questions on what they liked
most/least about the agent and their thoughts on the feedback.

5 RESULTS
In this sectionwe present our analysis of responses to the post-study
questionnaire. When conducting an analysis of variance (ANOVA),
we first ran a Shapiro-Wilks test for normality. If the distribution
was not normal, we applied an Aligned Rank Transform (ART) [45]
to the data. As mentioned earlier, we do not report differences
in interaction styles (interface or speech), but instead leave the
analysis for future work. Thus, we do not consider interaction style
an independent variable in our analysis for the results presented.

5.1 User Responses on Agent Appearance (H1)
Our first hypothesis and sub-hypotheses focus on the effects of
agent appearance on how participants perceive the agent, and on
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Table 1: Means and standard deviations of I-PANAS-SF dimensions of both encouragement and criticism by agent.

Affective Response Measures to Encouragement
Agent Active Alert Attentive Determined Inspired Afraid Ashamed Hostile Nervous Upset

Human 3.61 (0.95) 2.95 (1.07) 3.34 (0.96) 3.59 (1.00) 3.39 (1.02) 1.51 (0.98) 1.68 (1.04) 1.44 (0.90) 2.10 (1.20) 1.76 (0.97)
Mouse 3.66 (0.63) 3.05 (1.21) 3.55 (1.01) 3.84 (0.97) 3.24 (0.94) 1.50 (0.83) 1.55 (0.92) 1.55 (0.89) 1.89 (1.05) 1.76 (0.97)
Robot 3.41 (1.09) 3.11 (1.05) 3.19 (1.05) 3.57 (0.99) 3.41 (1.01) 1.30 (0.70) 1.24 (0.76) 1.38 (0.89) 1.68 (1.08) 1.46 (0.80)

Affective Response Measures to Criticism
Agent Active Alert Attentive Determined Inspired Afraid Ashamed Hostile Nervous Upset

Human 2.85 (1.01) 3.22 (0.94) 2.76 (0.94) 3.29 (1.15) 2.68 (1.21) 1.83 (1.16) 2.61 (1.20) 2.88 (1.23) 2.49 (1.08) 2.85 (1.24)
Mouse 2.84 (1.03) 3.16 (1.08) 3.03 (1.08) 2.97 (1.24) 2.79 (1.09) 1.71 (0.98) 2.39 (1.13) 2.89 (1.39) 2.47 (1.29) 2.74 (1.13)
Robot 2.59 (1.21) 2.87 (1.30) 2.62 (1.18) 2.95 (1.38) 2.31 (1.17) 1.44 (0.79) 2.18 (1.37) 2.38 (1.33) 2.21 (1.30) 2.36 (1.04)

the participants’ affective reactions towards the agent. For user
perception, we examined the results of the Agent Ratings Ques-
tionaire (ARQ) of each agent. In Figure 3, we see that the agents
were rated similarly: an ANOVA revealed no significant difference
of agent on user perception (𝐹2,116 = 0.75, n.s.). We also analysed
each perception metric individually. Again, there was no significant
effect of the agent. Therefore, we reject H1.1, that user perception
would be more negative with increased human-likeness.

To test the effects of feedback on participants affective reac-
tions (H1.2 and H1.3), we analyzed the scores of the I-PANAS-SF
questionnaires. We examined each type of feedback the agent gave
(encouragement vs. criticism) and for each feedback type we de-
rived an aggregate score for "Positive Affect" and "Negative Affect"
by totaling the dimensions corresponding to each affect (e.g. Active,
Alert, Attentive, Determined, and Inspired for positive affect) [42].
Means and standard deviations of the individual dimensions on the
I-PANAS-SF scale are shown in Table 1.

Four participants did not respond to the questions about the
agents’ encouragement, so we conducted our analysis on the remain-
ing 116 participants. For affective reactions towards the agents’
encouragement, an ANOVA found no significant effect of agent
appearance on positive affective reactions (𝐹2,113 = 0.15, n.s.), how-
ever, a significant effect of agent appearance was found on negative
affective reactions (𝐹2,113 = 3.21, p < 0.05). Post-hoc analysis using
Tukey correction showed that negative affective reactions were

Figure 3: Average user perceptionmetric by agent. Error bars
represent 95% confidence intervals.

higher for the Human agent than for the Robot agent (p < .05). No
differences were found between the Mouse agent and the Human
or Robot agents. An analysis of the individual dimensions of the
I-PANAS-SF showed no significant effects of agents on any of the in-
dividual dimensions. Since no significant effect of agent appearance
on positive affective reactions was observed we reject H1.2.

Next, we analyzed the affective reactions regarding the agents’
criticism. Two participants did not respond to the questions for
agent criticism, so we conducted our analysis on the responses
from the remaining 118 participants. An ANOVA identified no
significant effect of an agent, both on positive affective reactions
(𝐹2,115 = 1.24, n.s.) and on negative affective reactions (𝐹2,115 = 2.27,
n.s.). In addition, an analysis on the I-PANAS-SF individual dimen-
sions showed no significant effects of agents on the dimensions.
As the participants’ negative reactions to negative feedback were
consistent among the three agents, we had to reject H1.3.

For completeness, we also examined the responses of the NASA-
TLX survey although this data was not needed to address the H1
hypothesis and we did not expect any differences in perceived task
load by agents, as the tasks and the behaviors of the agents were
identical. Accordingly, an ANOVA found no significant effect of
the agents on the NASA-TLX measures (𝐹2,117 = 0.13, n.s.).

5.2 Affective Responses across Cultures (H2)
Our second hypothesis and sub-hypotheses focus on differences in
participants’ affective responses based on the cultural background.
To analyze affective responses, we again examined the results of
the I-PANAS-SF. Results are shown in Table 2.

Four participants did not respond to the questions about the
agent’s encouragement leaving 116 participants for this analysis.
The distributions were found to be non-normal, so we applied the
ART transform before analysis. For negative affective reactions
towards the agent’s encouragement, an ANOVA revealed a sig-
nificant effect of culture (𝐹1,114 = 8.87,p < 0.01), with Germans
having greater negative reactions towards positive feedback from
the agent. No significant main effect of cultural background on pos-
itive affective reactions was found (𝐹1,114 = 1.00, n.s.). An analysis
of the individual dimensions of the I-PANAS-SF revealed a signif-
icant main effect of cultural background on the upset dimension
(𝐹1,114 = 13.3, p < 0.001) and nervous dimension (𝐹1,114 = 6.22, p <
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Table 2: Means and standard deviations of I-PANAS-SF dimensions to both encouragement and criticism by study location.
Significance denoted by: p < 0.05 (*), < 0.01 (**), and < 0.001 (***).

Affective Response Measures to Encouragement
Location Active Alert Attentive Determined Inspired Afraid Ashamed Hostile Nervous* Upset***

Germany 3.48 (0.89) 3.14 (0.96) 3.30 (0.93) 3.77 (0.95) 3.36 (1.12) 1.50 (0.97) 1.59 (1.06) 1.46 (0.93) 2.13 (1.18) 1.95 (0.98)
U.S. 3.63 (0.92) 2.93 (1.22) 3.42 (1.08) 3.57 (1.01) 3.33 (0.86) 1.38 (0.72) 1.42 (0.79) 1.45 (0.85) 1.68 (1.05) 1.40 (0.79)

Affective Response Measures to Criticism
Location Active Alert Attentive** Determined* Inspired** Afraid Ashamed Hostile Nervous* Upset

Germany 2.67 (1.18) 2.95 (1.05) 2.53 (1.03) 2.83 (1.24) 2.88 (1.17) 1.79 (1.10) 2.50 (1.26) 2.81 (1.38) 2.67 (1.23) 2.50 (1.14)
U.S. 2.85 (0.99) 3.22 (1.06) 3.05 (1.06) 3.32 (1.23) 2.32 (1.11) 1.53 (0.87) 2.30 (1.23) 2.63 (1.28) 2.12 (1.15) 2.80 (1.15)

0.05). In both cases, participant with a German background rated
the terms higher than their US counterparts. Though our results
indicate that Germans tend to have more negative reactions to-
wards compliments than US participants, we must reject H2.1 since
there were no differences in how each culture positively reacted to
positive feedback.

We next examined the participants’ reactions to criticism from
the virtual agent (H2.2). As two participants did not respond to
the questions about the agent’s criticisms, the analysis is based on
the remaining 118 participants. An ANOVA shows no significant
effect of cultural background on either positive affective reactions
(𝐹1,116 = 0.71, n.s.) or negative affective reactions (𝐹1,116 = 1.86, n.s.)
to criticism from the virtual agent. When examining the individual
terms of the I-PANAS-SF, we noted significant differences based
on cultural background: an ANOVA identified a main effect on
the determined (𝐹1,116 = 5.19, p < 0.05), inspired (𝐹1,116 = 7.40, p
< 0.01), attentive (𝐹1,116 = 7.48, p < 0.01), and nervous (𝐹1,116 =

6.34, p < 0.05) dimensions. Participants with a German background
reported higher ratings for the inspired and nervous dimensions,
but participants with an US background reported higher ratings
for the attentive and determined dimensions. With these results,
we must reject H2.2 since US participants reported no significant
negative reactions to the negative feedback of the virtual agent.

Finally, we examined the results of the NASA-TLX to test our
hypothesis that perceived task load would be effected by cultural

Figure 4: Average NASA-TLX scores by location. Error bars
represent 95% confidence intervals.

background (H2.3). An ANOVA revealed a significant effect on the
weighted TLX scores (𝐹1,118 = 4.06, p < 0.05). When conducting
an analysis on the raw individual scale (after applying an ART
transform since the scales were found to be non-normal), we saw
significant effects of cultural background on the mental demand
(𝐹1,118 = 9.75, 𝑝 < 0.01) and physical demand (𝐹1,118 = 8.47, 𝑝 <

0.01) scales (Figure 4). Participants from Germany reported signifi-
cantly higher mental demand (𝑀 = 27.0, 𝑆𝐷 = 17.1) compared to
participants from the US (𝑀 = 18.7, 𝑆𝐷 = 14.5), while participants
from the US reported higher physical demand than participants
from Germany (𝑀 = 61.7, 𝑆𝐷 = 26.8 and 𝑀 = 48.3, 𝑆𝐷 = 25.4
respectively). No other significant effects were found for the indi-
vidual scales. Thus, our results support hypothesis H2.3, but not
necessarily in the manner we expected.

6 DISCUSSION
6.1 Agent Appearance and User Perceptions
Based on the user study, we had to reject H1. Contrary to prior
work, the results showed the agents’ appearance did not change the
participants perception of the agent (H1.1). However, we attribute
this to the fact that agents’ levels of anthropomorphism and ap-
pearance may have been too similar to cause different perceptions.
Recall that we purposefully created agents with similar levels of
anthropomorphism, only changing the appearance of the head and
hands, but retaining the same high quality facial expressions and
features. The time sensitive nature of the task and the placement of
the agent on the second screen may also have relegated the agent
to an “assistant” role, instead of being the focus of participants’
attention.

While participants’ perceptions of the agents were not different,
we did see that participants had a more negative reaction towards
encouragement from the human than the robot (with mouse falling
in the middle). This contradicts our initial hypothesis that partic-
ipants would have the strongest positive reactions to the human
agent when receiving positive feedback. Recall that Bergmann et
al.’s study [4] found that people initially react positively to robot
agents only to see their perceptions decrease over time. Whereas,
the human agent in their study had more stable ratings. Given that
participants were first presented with positive feedback, participant
ratings would have been captured during their first interactions
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with the robot, possibly causing higher affective responses com-
pared to the other agents. Future work should further explore these
perceptions over time when regarding positive feedback, especially
since it is the common type of feedback presented to users when
interacting with virtual agents.

6.2 Cultural Factors in Perceptions of Agents
The other focus of our study was to identify cultural differences
in the perception and affective responses of agent feedback (H2).
First, we saw that overall perceptions of task load differed by cul-
ture: participants from the US had significantly higher TLX scores
overall, higher Physical Demand, and lower Mental Demand. This
supports our hypothesis (H2.3) that we would see differences in per-
ceived task load based on Hofestede’s Cultural Dimensions where
cultures considered to focus on a long term orientation (such as
Germany) attribute success and failure to one’s effort opposed to
luck. However, when identifying cultural differences in perceptions
and affective responses of agent feedback, surprisingly participants
from the US had higher affective responses for the attentive and
determined dimensions and lower response for the inspired and
nervous dimensions when receiving criticism. When we examine
the open-ended feedback left by participants, US participants stated
a desire to prove the agent wrong, possibly explaining a heightened
sense of attentiveness and determination. For example P12 stated,
“I was not expecting it, and felt like I had to prove it wrong!” This
directly contradicts our hypothesis based on Hofstede’s principles
where US participants would externalize the negative feedback
causing a more negative reaction.

From our results, it is clear that we cannot assume an agent’s
feedback will be appropriate for all cultures. In addition, while
task load was sufficiently predicted by cultural models, we find
that relying solely on insights based on existing models may not
be sufficient for designing agent feedback. Based on Hofstede’s
Cultural Dimensions, we expected a stronger negative reaction by
US to criticism. However, this was not the case. It turns out that
participants’ reactions to the feedback was not obvious and more
nuanced than the model could predict.

Prior work has predominantly relied on generalized cultural
models (e.g. [21]) for creating agents that adapt to a user’s culture
[1]. The agents primarily aim to increase senses of likeability, trust,
and empathy with users by emulating the familiar social customs
and behaviors based on models of cultural dimensions [28, 29, 47].
The models may be enough for these purposes, but is not enough
to tell us how people would respond to specific feedback and how
to best tailor the feedback to increase its effectiveness. For instance,
some cultures may need more direct and straightforward feedback
to achieve a positive result, while others may be best suited to a
more indirect, motivational style. In our study, we saw both differ-
ences in attitudes to feedback and general differences in task load
that would necessitate different approaches to giving criticism.

We encourage designers to adopt a user-centered approach to
agent feedback: thus, the feedback’s effect with regards to different
cultures can be enhanced. Generalized models are good for just
that—identifying common attitudes that govern general behaviors.
However, for more task-oriented and complex scenarios (such as
teaching or motivation), we would suggest first testing with users to

understand how their cultural backgrounds affect their response to
feedback. Based on these observations, an agent’s feedback can be
adjusted to ensure a positive outcome with users. These approaches,
when used as a supplement to generalized models, have also been
shown to be effective in creating appropriate nonverbal behavior
in agents [15, 37]. However, more research is needed to understand
exactly how to tailor feedback for different cultures such that they
help motivate users towards accomplishing goals.

7 LIMITATIONS AND FUTUREWORK
We looked at three different levels of agent appearance (Human,
Mouse, and Robot). However, we found that a limiting factor in
our study involved the anthropomorphic similarities among each
agent’s appearance (i.e., sharing similar expressions and features,
differing in appearance of head and hands). Though the similar-
ity among appearance masked possible perception differences, we
show that agents with consistent human-like anatomical features
do not differ in perception. Further evaluations should study agents
that are less anthropomorphic and more true to their natural form.

As stated earlier, our study was also split into two interaction
styles (interface button or speech). Though we did not report on
these results in this paper for brevity, we do plan to run a compre-
hensive evaluation in future work. The findings had no effect on
the results presented in this study and we believe it would be best
presented independently from the work done in this paper.

8 CONCLUSION
In this paper, we presented results from a study investigating the
effect of agent appearance and cultural background on users’ re-
actions and attitudes towards agent feedback. We hypothesized
that feedback would evoke stronger reactions for more human-like
agents and that user cultural background would affect perceptions
of the agent’s feedback. Surprisingly, we showed that agent appear-
ance did not significantly affect how users respond to feedback.
Additionally, cultural background affected both perceptions of task
load as well as reactions to criticism from the agent. Our findings
show that understanding user responses to feedback is more com-
plex than what generalized cultural models [20, 21] can predict. We
hope our work helps inform the design of motivational agents that
are both culturally acceptable and more effective.
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